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Why this paper

Important topic in studying:

 the learning dynamics of machine learning models with gradient decent.

 the effect of initialization of parameters, model architecture and training data on training 
dynamics.

 how learning from one data sample effects the predictions for other samples.
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Some Math

Loss function

Gradient descent:

With infinitesimally small learning 
rate the dynamics of training in 
parameter space is:

Therefore the dynamics of training
 in function space is:

ref:  https://lilianweng.github.io/posts/2022-09-08-ntk/

https://lilianweng.github.io/posts/2022-09-08-ntk/
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Take home message

At the infinite width limit:

  The Neural Tangent Kernel remains constant during training.

  It is irrelevant to network initialization and depends on model architecture and  training 
data.

  The network function follows a linear differential equation during training, this enables 
simple closed form equation to describe the training dynamics.
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An example: Neural Tangent Kernel (NTK) for PINNs 

Ref: {Wang, S., Yu, X., & Perdikaris, P. (2022). When and why PINNs fail to train: 
A neural tangent kernel perspective. Journal of Computational Physics, 449, 110768.}
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Neural Tangent Kernel (NTK)

Kernel: a function to compare 
similarity of two data points:

n0: input dimension
nL: output dimension
of network with L layers

For MSE loss:

 The closed form equation 
for training dynamics
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PyTorch implementation:
 https://pytorch.org/tutorials/intermediate/neural_tangent_kernels.html
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