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CNN+Fully connected Network



4 / 13Pattern Recognition & Bio-informatics Group;  Coffee talk by Mahdi Naderi, 2 Mar 2023

CNN+Fully connected Network + Noise!
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CNN + Neural Circuit Policy
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CNN + Neural Circuit Policy + Noise
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Causal navigation of a drone towards the red box 
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Main Message

● Differential Equations can form causal structures for navigation tasks

● Continuous-time neural networks (our method) can learn the causal relationships between 
the agent and the environment, while RNNs can’t.
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Continuous-Time Neural Networks

Neural Network

State

Continuous-time recurrent neural
networks (CT-RNNs)
Achieving stability with an extra term, 
τ: time-constant 

liquid time-constant networks
 (LTCs) (Hasani et al., 2021b)

Most of dynamical system, like this 
navigation task, ideally can be 
described by differential equations
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Methodology Hidden statesInputs to the system

● Matrix A is a fixed internal coupling of the system
● Matrix B controls the impact of the inputs on the the coupling sensitivity
● Matrix C embodies the external inputs’ influence on the state of the system

Let f be an activation function such as tanh:

Assume the Dynamic Causal Model to be:

Weights to be optimized!
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Reference links

1. Causal Navigation by Continuous-time Neural Networks

2. CAUSALITY FOR MACHINE LEARNING

3. Dynamic causal modelling

4. Liquid Time-constant Networks

5. https://slideslive.com/38968213/causal-navigation-by-continuoustime-neural-netwo
rks?ref=recommended

6. https://www.youtube.com/watch?v=IlliqYiRhMU&list=WL&index=3&ab_channel=MI
TCBMM

https://proceedings.neurips.cc/paper/2021/file/67ba02d73c54f0b83c05507b7fb7267f-Paper.pdf
https://arxiv.org/pdf/1911.10500.pdf
https://www.sciencedirect.com/science/article/pii/S1053811903002027?ref=pdf_download&fr=RR-2&rr=7a185fb60e400e60
https://arxiv.org/abs/2006.04439
https://slideslive.com/38968213/causal-navigation-by-continuoustime-neural-networks?ref=recommended
https://slideslive.com/38968213/causal-navigation-by-continuoustime-neural-networks?ref=recommended
https://www.youtube.com/watch?v=IlliqYiRhMU&list=WL&index=3&ab_channel=MITCBMM
https://www.youtube.com/watch?v=IlliqYiRhMU&list=WL&index=3&ab_channel=MITCBMM
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